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Q&A Will Not Be Answered Live

Please submit questions in the Q&A box. 
The presenters will respond to questions off-line. 



Origins

University Infrastructure Master Plan Initiatives 
Include:

• Replace equipment in the existing energy plant 
and campus buildings with more efficient, apropos, 
and environmentally friendly alternatives

• Begin to convert campus from steam to hot water 
heating

• Construct two new energy plants to support 
increasing demand, future GHG  emission goals, 
and campus-wide heating scheme conversion

• MODERNIZATION OF THE EXISTING ENERGY 
PLANT CONTROL SYSTEM (EPCS) IN ORDER 
TO SUPPORT THE MASTER PLAN’S 
INITIATIVES



EPCS Modernization Drivers

• Control assets approaching EOL

• Server/workstation operating systems and 
application software no longer supported

• Running on proprietary, closed networks
• Limits future expandability
• Restricts desired future functionality

• Physical security to assets lacking

• Connection to “Outside World” not secure

• Anti-Virus protection non-existent

• Patching methodology extremely cumbersome



Problem Statement

Cyber-security must be baked in!

• The EPCS modernization effort must take cyber-
security into account at every phase of the system’s 
design, deployment, and operation

• It cannot be an afterthought that is “bolted on” at the last 
minute

• The technical, physical, and procedural aspects of 
cyber-security must all be considered during the design 
effort

• Several external vendors must be able to access the 
system for economic dispatch, regulatory monitoring, 
reporting, and remote support purposes.

• All external connections must be as secure as 
possible and will be through the Campus Data 
Network. No direct connections to the internet.

Baked in, 
not sprinkled on



Where We Began

• Kicked off the cyber-security design 
effort as a project unto itself

• Included key stakeholders in the kickoff 
and all subsequent design activities –
representatives from the following 
departments:

• Engineering

• University IT Personnel

• Mission Critical OT Personnel

• Energy Plant Operations

• Energy Plant Maintenance

All the cooks
in the kitchen



Notes On IT/OT Convergence

• University/Corporate IT and Mission Critical OT 
organizations have similar objectives from a 
cyber-security point of view

• However, the importance of those objectives to 
each organization are often 180◦ out of phase 
with each other

• It is important that each organization is aware 
of the other’s drivers or an effective 
convergence is not possible
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IT vs OT Design/Operation/Maintenance Considerations

Consideration IT Systems OT Systems

Componentry Often installed in secure, environmentally 

controlled areas like data centers.

Often installed directly on plant floors, even 

outdoors.

Routine Maintenance Often powered down or rebooted during routine 

maintenance and troubleshooting.

Powering down or rebooting could result in loss of 

visibility to plant operations possibly resulting in 

loss of control, equipment damage, regulatory 

compliance issues, degradation of public 

confidence, injury or even death.

Patching Often done automatically during off hours. Should never be done automatically and should 

always occur during shifts when there are enough 

operational staff onsite to monitor the system for 

adverse affects of the patch. Patches should be 

validated by software vendors before deployment and 

should only occur to protect against know 

vulnerabilities or to take advantage of new/desired 

features.

AV Software Definition files are often deployed automatically 

during off hours.

See Patching.  A means to deploy AV definitions 

files and patches from a central location should be 

designed into the systems architecture.



The Recipe For Success

Develop a detailed ASSP that at a minimum 
includes:

• Defense in Depth (DiD) Strategy

• Network architecture concept design

• ISA99/IEC62443 model of network architecture 

concept

• Detailed network architecture depicting all network 

equipment and technical countermeasure 

appliances

• Technical countermeasure specifications

• User security levels and authentication, 

authorization, and accounting (AAA) framework

• List of physical countermeasures to deploy

• List of administrative policies and procedures

• IP address and VLAN schemes and listings

• Firewall Access Control Lists (ACLs)

• Distribution should be limited and controlled

• Document should be password protected

Automation System Security Plan (ASSP)



Preheat The Oven and Start To Prep

• A Defense in Depth (DiD) Strategy should be 
employed.

• There is no “Silver Bullet”.

• DiD countermeasures should be considered at 
three levels (The Ingredients):

• Technical

• Physical

• Administrative

Defense in Depth Strategy



Add Ingredients and Mix Thoroughly

Concept Framework should take into account:
• Redundancy/resiliency topologies
• Network segregation

• Control (Level 1 PLC) & supervisory (Level 2/3 
SCADA) networks

• Network separation
• Campus (Level 5) & supervisory (Level 2/3 

SCADA) networks
• Limit number of external threat vectors

• Single point of connection to “Outside World”
• Use of wireless technology was not a requirement

• Centralized:
• Backup and restoration
• User security control 
• Network monitoring
• Patching and AV definition file deployment

Level 0 
RIO Racks, Smart 

Transmitters, 
Valves, VFDs, 

MCCs

Level 1
Controllers & 

Local OITs

Level 2
Data Servers

Level 3
Domain 

Controllers,
Terminal Servers,
Workstations. etc

Level 5
Campus Network
& By Association 

The Internet

Level 4
External EPCS 
Connection

Network Architecture Concept Framework



Device Level Ring (DLR)

Controller RIO Rack
RIO Rack

Smart VFDs

Local OIT

ETap

Star

Controller

RIO Rack RIO Rack

Local OIT
Smart VFDs

I/O Switch

I/O Network Topology Options Considered 
(Level 0)

Device Level Ring (DLR):
Pros:

• Provides cable redundancy
• Provides a level of network resiliency

• No single point of failure
• Fast reconvergence time (<3ms)
• No I/O switches required

Cons:
• Components must support DLR

• Two (2) ports
• DLR protocol

Star Topology:
Pros:

• Simple, easy to configure
• Cabling will likely be simpler to install

Cons:
• No redundancy/resiliency
• Single point of failure (the switch)



Star
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Control & Supervisory Network Topology 
Options Considered (Levels 1, 2, 3)

Redundant Ring Topology:
Pros:

• Provides cable redundancy
• Provides component redundancy at the core and 

distribution levels
• Fast reconvergence times:

• Resilient EtherNet Protocol (REP): 5-150 msec
• Cabling is simpler then mesh topology
• Troubleshooting is simpler than mesh topology

Cons:
• Requires twice the componentry at the core and 

distribution levels

Ring Topology:
Pros:

• Provides cable redundancy
• Fast reconvergence times:

• Resilient EtherNet Protocol (REP): 5-150 msec
• Cabling is simpler then mesh topology

Cons:
• Does not provide any component redundancy

Mesh Topology:
Pros:

• Provides cable redundancy
Cons:

• Does not provide any component redundancy
• Cabling is very complicated
• Troubleshooting is very complicated
• Slow reconvergence times:

• Spanning Tree (SPT): 20-50 sec
• Rapid Spanning Tree (RSPT): 2-6 sec

Star Topology:
Pros:

• Simple, easy to configure
• Cabling will likely be simplest to install

Cons:
• No redundancy/resiliency
• Multiple single points of failure



Virtual Segregation
Data Servers

(typ)
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Control & Supervisory Network Segregation 
Options Considered (Levels 1, 2, 3)

Physical Segregation:
Utilizes:

• Two physically separate sets of componentry and 
cabling at the core and distribution levels

• Proper subnetting (layer 2) and Virtual Local Area 
Networks - VLAN (layer 3) techniques can and should 
still be used on each network

Pros:
• More secure than virtual segregation
• Control (PLC) and Supervisory (SCADA) network traffic 

are physically isolated to their respective networks
Cons:

• Uses twice the componentry and cabling at the core 
and distribution levels when compared to virtual 
segregation

Virtual Segregation:
Utilizes:

• Single set of componentry and cabling at the core and 
distribution levels

• Subnetting (layer 2) and Virtual Local Area Networks -  
VLAN (layer 3) techniques to virtually segregate the 
Supervisory (SCADA) and Control (PLC) networks 
from each other

Pros:
• Uses half the componentry and cabling at the core 

and distribution levels when compared to physical 
segregation

Cons:
• Less secure then physical segregation
• All Control (PLC) and Supervisory (SCADA) network 

traffic traverses the ring which could affect 
throughput

• Detailed networking and routing experience required 
to implement and troubleshoot the network.



Modeling the Concept
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• Begin with the previously designed conceptual 
network architecture.

• Use ISA99/IEC62443 security modeling 
techniques to define:

• Security Zones
• A grouping of logical or physical assets that 

share common security requirements
• Communication Conduits

• Logical grouping of communication paths 
“connecting” one security zone to another

• Map the appropriate boundary protection 
device(s) onto each conduit.

• Types of boundary protection devices 
include:

• Air gap
• Single firewall (hardware)
• Unidirectional data diode (hardware/software)
• De-Militarized Zone (DMZ) formed by two or more 

hardware firewalls
• Firewall (software)
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Supervisory & Campus Network Separation 
Options Considered (Level 4)

Air Gap Unidirectional Data Diode

Data flows in 
one direction 

only

Typically historized 
and alarm data 
where the data 
format is known 
and predefined

Standalone Firewall

Data can flow in 
either direction

Can be 
almost any 

type of data 
or 

transaction

De-Militarized Zone (DMZ)

Outward 
Facing Firewall

Inward
Facing Firewall

 Outside World  
can only access 

DMZ servers 

Only DMZ servers 
can  pass through  

inward facing 
firewall  

Air Gap:
Pros:

• Most secure approach
• Provides no connectivity to the  Outside World"
• Easiest/least expensive approach to implement

Cons:
• Provides no connectivity to the  Outside World 
• Does not allow for 3rd party vendor connections for 

activities such as economic dispatch, regulatory 
monitoring, and reporting

• Does not allow for remote support
• Least flexible method of separation

Unidirectional Data Diode:
Pros:

• Extremely secure method of network separation
• Allows  Outside World" connections, however, data 

can flow in only one direction – out from the plant
Cons:

• Data can flow in only one direction – out from the 
plant

• Data diode appliances tend to be expensive
• A thorough understanding of the type of data 

transferred is required
• Only certain protocols are supported

• While data can be transferred to 3rd party vendor/
agency systems, those systems cannot  write back 

• Does not allow for remote support

Standalone Firewall:
Pros:

• Data can flow in in both directions – in and out from 
the plant

• 3rd party economic dispatching can be supported
• Remote support can be accomplished
• Next to air gap – least expensive method of 

separation
Cons:

• Least secure method of separation
• Detailed access control lists and firewall rules must be 

designed and routinely monitored in order to be 
effective

De-Militarized Zone (DMZ):
Pros:

• If implemented and maintained properly, provides a 
very secure method of network separation while at 
the same time providing the level of flexibility 
required

• Data can flow in in both directions – in and out from 
the plant

• 3rd party economic dispatching can be supported
• Remote support can be accomplished

Cons:
• Approach can be expensive to implement depending 

on functionality desired
• Detailed access control lists and firewall rules must be 

designed and routinely monitored in order to be 
effective

De-Militarized Zone (DMZ) – Types Of DMZ Servers:
• Tier 2 Historian/Alarm/Event (HAE) Server

• Data is mirrored from a tier 1 server located on the 
plant s supervisory (SCADA) network

• Provides historical, alarm, and event data to  Outside 
World  while at the same time protecting the Tier 
HAE 1 server

• Reporting server
• 3rd party vendor interface servers:

• Economic dispatch
• Regulatory agencies

• Remote support jump servers
• Patching server
• Network monitoring server



Supervisory (SCADA-Levels 2/3) & Control 
(PLC-Level 1) Network Separation

• There is no direct link between these two 
networks

• Only two types of assets span these two 
networks

• Data Servers
• Engineering Workstations

• Two types of boundary devices were 
considered

• Hardware
• Software

Software or 
Hardware
Firewall

Appliances

Data Servers &
Engineering 
Workstations
(typ)



DMZ 
NetworkSupervisory

(SCADA)
Network
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Network Architecture Diagram Audience:
• Installers
• Engineers
• IT/OT
• Operators
• Maintenance
• Management
• Vendors

Information That Should be Shown on a Network Architecture Drawing:
• Cabling
• Network infrastructure equipment

• Switches
• Routers
• Security Appliances (Firewalls)
• Other IT Equipment (ie. Mass Staorage Devices, etc)

• Servers
• Workstations
• Controllers
• RIO Racks
•  SMART  Field Devices, VFDs, MCCs
• Local Operator Interface Terminals
• Device Tag Names
• Device Port Assignments

Information That Should NOT be Shown on a Network Architecture
Drawing for Cyber-Security Reasons:

• This type information should be kept in the Automation System 
Security Plan (ASSP) – Not Shown on the Network Architecture 
Diagram:IP Addresses

• Subnetting Information
• VLAN Information
• Protocol Information
• Access Control Lists
• Any other information that a  Bad Actor  could possibly use to 

access and compromise the system

Place in Oven and Bake Until Secure Detailed Network Architecture

Purpose of Network Architecture Diagram:
To provide a pictorial representation of the 
layout of the EPCS networks and how they tie 
in to the  Outside World  



• Existing building access controls were 
evaluated and improvements 
recommended

• Move critical EPCS infrastructure 
assets (servers/switches/etc) out of the 
control rooms

• Prefabricated, environmentally controlled 
server sheds

• Card reader access control
• Monitoring access with cameras

• Add locks to all control panels, network 
access panels, and OIT racks

• Add tamper switches to all control 
panels, network access panels, and 
OIT racks that alarm SCADA when opened

• Equip all exposed network and USB 
ports with lock-out/in devices that 
require special tools to remove in order 
to access the ports

• Use thin clients instead of thick clients

• Run redundant cabling in separate 
conduits/raceways

• Use different communication cable 
sheath colors for different networks

• Color scheme should be carried through to 
all design documents and drawings

• Avoid use of office grade 
equipment/cabling in industrial 
environments

• “Harden/Remove” Off-The-Shelf (OTS) 
software that comes pre-loaded on 
servers/workstations from 
manufacturers

• Games
• Internet browsers
• Audio players
• Camera utilities

• Use centralized:
• Patching server
• Mass storage device for backup, archival, 

and restoration 
• Network monitoring server

Physical Security Countermeasures 
Considered



• Train employees and vendors on the 
EPCS security policies and procedures 
that are germane to their work

• Training should evaluate understanding

• Keep a log of who has taken training 
and passed evaluations

• Retrain periodically or as needed

• Create an EPCS specific security policy
• Can leverage/reference existing campus 

security policies
• But should be written specifically for the 

EPCS
• Define the “whats and whys”
• Should include (at a minimum)

• Prohibited use statement
• General use statement
• Personal use statement
• Removable media policy
• Personal device charging policy
• Internet/social media use statement
• Password policy
• Wireless access/bridging policy
• Software installation policy
• Tailgating and piggybacking policy
• Physical access policy
• Remote access policy
• References to EPCS specific security 

procedures

• Create EPCS specific security 
procedures

• Define the “hows”
• Include the following (at a minimum)

• Physical access procedure
• Cyber access procedure
• Removable media usage procedure
• Procedure to apply for a user account
• User account maintenance procedures
• Engineering workstation access procedure
• Procedure to allow connection of vendor 

owned assets to EPCS network(s) for 
maintenance/troubleshooting

• Procedure to apply for remote access 
privileges

• Change control/configuration management 
procedures

• Patch management/deployment procedure
• AV definition file management/deployment 

procedure

Administrative Policies & Procedures 
Considered



• Place in the Oven and Bake Until Secure –
Using the previously constituted framework, 
modeling, topologies, segregation, and 
separation techniques create a detail Network 
Architecture Diagram with all the required 
Technology Countermeasures identified earlier 
infused.

• Flavor to Taste with Physical Countermeasures 
– Add in the appropriate physical 
countermeasures.

• Garnish with Administrative Countermeasures –
Sprinkle in a good over-arching security policy 
and supportive security procedures.

• BAM! Serve Hot, enjoy, and sleep well at night.

• Mix Thoroughly – Stir in the network topologies 
and segregation techniques that best suit your 
application.

• Allow to Set Up – Model the Conceptual 
Network Framework using ISA99/IEC62443 
modeling techniques.  Security zones and 
conduits will fall out revealing where boundary 
protection devices are needed.

• Turn It Up A Notch – Further expand the 
concept architecture by folding in the best 
boundary protection devices that satisfy your 
risk aversion.

• Cyber-security design should be baked in 
during every phase of the overall system’s 
design.

• It should be treated as a project unto itself, not 
as an afterthought that is bolted on at the last 
minute.

• It is important to get involvement from all 
stakeholders early and often during cyber-
security design efforts.

• The relationship between IT and OT has the 
potential to be contentious.  It is important to 
understand each other’s drivers and to foster a 
good working relationship between the two 
organizations.

• Begin with a good recipe – the Automation 
System Security Plan (ASSP).

• Preheat and prep – Employ good Defense in 
Depth (DiD) strategies at every level of the 
design. 

• Ingredients - Technology, Physical, and 
Administrative Countermeasures are the key 
ingredients of every good cyber-security 
design.

• Add ingredients – Start with a solid Conceptual 

Network Architecture Framework. Add in the 
Technology Countermeasures.  

Lessons Learned



Questions?



Thank You!

• 32+ Years of Systems Integration Experience
• ISA Certified Automation Professional (CAP)
• ISA-99/IEC-62443 Certified Cyber Security 

Fundamentals Specialist (CSFS)
• Author: Instrumentation & Controls Chapter - IDEA 

District Cooling Best Practice Guide
• BSEE

Mark Fisher
Sr. Director
Thermo Systems, LLC
mark.fisher@thermosystems.com

Leo Tso
Sr. IT Engineer
Thermo Systems
leo.tso@thermosystems.com

• 17+ Years of IT/OT Experience
• Cisco Certified Network Professional (CCNP): 

Routing & Switching
• Cisco Certified Network Associate (CCNA): 

Security, Routing & Switching
• Cisco Certified Design Associate (CCDA)
• ISA99/IEC62443 Certified Cyber Security 

Fundamentals Specialist (CSFS)
• EC-Council Certified Ethical Hacker (CEH)
• CompuTIA Certified A+ Technician
• Microsoft Certified Professional (MCP)
• VMWare Certified Associate (VCA)
• BACS
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