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Need at UT-UEM  

 University of Texas at Austin, Utility and Energy Management (UT-UEM) decided to 

adopt predictive maintenance based innovative solution which would help them in 

achieving their goal of providing un-interrupted and cost effective power supply for 

university campus. 

 

 With the aim of this, UT-UEM has deployed condition based predictive monitoring 

solution called PHI. 

 

 Predictive monitoring solution-Value creation 

 Improve stability of sensors 

 Improve stability of equipment 

 Improve availability and reliability of a plant 
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Technology Background 

 In our plant, We have to monitor large 

number of data and equipment to 

identify  abnormal conditions. 
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Technology Background 

 How can you detect a failure early enough to provide time to plan and 

schedule with work without panic or reactivity? 
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Predictive Monitoring Solution 

 The real-time predictive monitoring solution to identify equipment failure in advance 

 

 What you can identify with help of Predictive Monitoring Solution? 

 Sensor failure  

 Potential equipment failure 

 Process failure 

 Quick Recognition 

 Recognize anomalies for a plant health condition with health index number 

 Scrutinize abnormal equipment within a second 

 Value Creation 

 Improve stability of sensors 

 Improve stability of equipment 

 Improve availability and reliability of a plant 
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Predictive Monitoring Solution 
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DCS or 

Plant Information 

 

Early Warning 

Tracing a cause  
of anomalies 

Whole Plant 
Monitoring 

Process Variable 

Residuals 

Equipment Health 
Index 

Success Tree 

Plant Heath Index 

- + 

Plant Expected Values  

Predictive Data 
Modeling 



0 0 0 0 0 

0 0 0 0 10 

99 60 748 771 114 

99 60 750 773 116 

99 60 752 775 118 

99 60 754 778 120 

99 60 748 771 114 

99 60 750 773 126 

Tag 1-  S1_TT_SLFD (Temp) -TE-3420D  seal oil feed temp 

Tag-2 - S1_DWATT (Watt) - Generator Watt 

Tag-3 - S1_TT_SSH(Temp) - Inlet Steam Temperature 

Tag 4-  S1_DF (Frequency) - Generator Frequency 

Tag 5-  S1_DV (Volts) - Generator Volts 

 

TAG-1   TAG-2    TAG-3   TAG-4   TAG-5 

Prediction of 

abnormal condition 

Prediction Model 
Actual Value (Current Value) 

Expected Value 
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 Plant : UT-UEM 

 Issue : CTG10 – Compressor Inlet Temperature Control – T2 

 Anomalies Observed : HP Compressor Discharge Acoustic Dynamic Pressure was unstable and 

changing between 1.7 to 10.5 (PSID) during 21:45 to 22:00 hours on 27th April 2014. Large fluctuations in CTG10 

speed and acoustic vibration levels were also observed. after that the CTG10 was stopped/tripped. 

 Action: GE Aero was contacted to discuss reason for trip which was related to unit speed. According to GEK 

112767 Volume I; the VSV system senses gas generator speed and compressor inlet temperature, and positions 

the VSV’s. For any temperature and any speed, the VSV’s take one position and remain in that position until the 

NGG or T2 changes. After the failure UT-UEM, corrected the control logic to control T2 at a steady temperature. 

Time Tag Name 
Act 

Value 

Exp. 

 Value 

Res. 

Value 

Operating Value EU Range 

Unit 
Min Max Low High 

2014-04-27 

21:46:38 

CTG10-HPCompressor-

Discharge_Acoustic_Dynamic_Pr_PX36A_

PT8090A 

5.4 1.7 -3.8 1.634 2.9653 -1 10 PSID 

CTG10-HPCompressor-

Discharge_Acoustic_Dynamic_Pr_PX36A_

PT8090B 

6.5 1.7 -4.8 1.680 3.0147 0 10 PSID 
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CTG10  

Tripped 

Case- CTG10 System Failure 
Case Study 

12 



Case Study 
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 The control diagram below depicts what was implemented to control 

T2 at a steady temperature. 
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 The trend below depicts behavior before control scheme 

implementation 
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Case Study 
 

 The trend below depicts behavior after control scheme 

implementation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

16 



Case Study 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 The trend below depicts behavior after control scheme 

implementation - detailed 
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Case Study  

 More stable T2 control advantages 

 

 Better CTG10 operation 

 Less stress in unit components 

 Better CS (source of cooling) performance 

 PHI continues to be looked at daily – UEM has hired an 

additional Engineer to manage this process 

 Q& A 

18 



Contact Information 

 

 

Roberto del Real:  Roberto.delreal@ausitn.utexas.edu 

Sunil Warke:  Sunil@bnftech.com 
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Case Study  
 

 System: Boiler 3 , FD Fan –Main Index Trend 
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Case Study  
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Case Study  
 

 System: Boiler 3 , FD Fan  

 

 It was observed that the quality of the main trend was    dropped 

down to 25% on November 22, 2015 again about  the same time 

after four days. This occurrence is observed on October 12, 2015 

and December 14, 2015 after the fans were swapped. 
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Case Study  

   

 

 FD-FAN speed and torque Actual-Expected Trend 

 

 It was observed that the quality of the main trend was    dropped 

down to 25% on November 22, 2015 again about  the same time 

after four days. This occurrence is observed on October 12, 2015 

and December 14, 2015 after the fans were swapped. 
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Case Study  

 

 

 

 A low health index was observed on boiler 3 and after analysis it 

was discovered that there were variation in west fan torque and the 

current as shown on actual-expected trend. 

 This kind of behavior did alarm the system and was not observed in 

the plant historian database. According to the instrumentation team, 

there were two differential pressure transmitters were not in the 

same position hence the difference in readings. 
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Case Study  

Time Tag Name Description 
Actual 

Value 

Expecte

d Value 

Operating Value 

(KSCFH) 

EU Range  

(KSCFH) 

Min Max Low High 

12/10/2015 

7:26am  

B3-FDF-Fan 

West_Torque 

FD Fan 

west Torque   
0 681 45 1686 0 1000 

 

 FD-FAN Torque tag detail table for October 12, 2015 
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Case Study  
 

 Alarm Trend  
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Case Study 
 

 There is disparate between the instrument readings, ideally the 

readings from both instrument should be exactly same. It was 

about 180 % more than the other one. The boiler was shut down 

and calibrated the meters.  

 After the calibration the difference in reading has improve 

remarkably, although the difference in reading is not equal, its 

improvement is tremendous. There is the need to calibrate 

instruments for further accurate reading. 
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